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» Goal: Boosting the performance of
weakly-supervised object detectors

(WSODs) with a few carefully selected

Typical confusions of WSODs:
predictions focusing only on discriminative
object parts or grouping instances of objects.
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> WSODs suffer some well-known
confusions. Addressing them will
make the detectors more effective.
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» We introduce a new approach to object
detection that combines
weakly-supervised and active
learning.

» We introduce BiB, an active selection
strategy that is tailored to address the
limitations of weakly-supervised object |
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» Datasets: COC02014 [47], VOCOQ7 [24],
» Evaluation Metrics: Average precision (AP50 and AP).

» Comparison of active learning strategies
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» Examples of improved detections:
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» Comparison to the state of the art:
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bounding boxes around objects in
them.

other images.
> Pick a BiB pair with probability

» Ablation study on VOCO07:
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